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EXPLICIT RESOLUTIONS OF CUBIC CUSP SINGULARITIES 

H. G. GRUNDMAN 

ABSTRACT. Resolutions of cusp singularities are crucial to many techniques 
in computational number theory, and therefore finding explicit resolutions of 
these singularities has been the focus of a great deal of research. This paper 
presents an implementation of a sequence of algorithms leading to explicit 
resolutions of cusp singularities arising from totally real cubic number fields. 
As an example, the implementation is used to compute values of partial zeta 
functions associated to these cusps. 

1. INTRODUCTION 

The purpose of this paper is to present an implementation of a sequence of 
algorithms leading to explicit resolutions of cusp singularities arising from totally 
real cubic number fields. Resolutions of these singularities are crucial to many tech- 
niques in computational number theory. As an example, we use this implementation 
to compute values of partial zeta functions. 

Although the theories are well understood, in practice determining a specific 
resolution of a cusp singularity is tedious at best. Let K be a totally real cubic 
number field with ring of integers OK. We are interested in cusps of type (M, V) 
where M C K is an OK-module of rank 3 (that we will assume contains 1) and 
V is a subgroup of U+ of rank 2. The computer program described here provides 
resolutions of these cusps, given only basic information about M and V. A family 
of cusps of particular interest consists of cusps of type (OK, UK), where UK is the 
group of totally positive units in OK. Another consists of cusps of type (OK, U%), 
the cusps of the Hilbert modular threefolds. For clarity, we describe the algorithms 
for (M, V) = (OK, UK), although, as explained below, the same computer program 
will resolve cusps of other types as well. 

Finding resolutions of cusps has been the focus of a great deal of research. (See 
for example [1, 3, 5, 7, 8, 11].) The resolutions derived here are based on the work of 
Ehlers [5] and Thomas and Vasquez [14] and are determined in two steps. Consider 
the action of UK on R+ defined by coordinate-wise multiplication via the three 
embeddings of K into R. The first step of the process is to find a fundamental 
domain for this action specified as the disjoint union of a finite number of open 
simplicial cones, each of which has vertices in OK, The next step is to find a 
specific decomposition of these cones into new cones such that the vertices of each 
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new cone either form a basis or can be extended to form a basis of OK. This 
decomposition yields a resolution of the cusp of type (OKI UK+). 

The generalization to cusps of the form (M, V) is straightforward. For M :8 OKI 

a basis for M needs to be given in place of a basis for OK' For V :& U+, the output 
for (M, U+) can still be used, given generators for V in terms of generators for 
U+. The fundamental domain for the action of V on R3+ is made up of [U+ V] 
copies of the fundamental domain for the action of UK. Thus, a decomposition of a 
fundamental domain for the action of U+ gives us a decomposition of a fundamental 
domain for the action of V, and therefore a resolution of the cusp (M, V). 

Shintani's method for computing special values of partial zeta functions begins 
identically with this method for resolving the cusp (OK, U+). The first step is the 
determination of a fundamental domain for the action of U+ acting on R3 given 
as a disjoint union of a finite number of open simplicial cones each with vertices 
in OK. Although Shintani's formula can be applied to this collection of cones, the 
computation is greatly simplified by first decomposing the cones as described above. 

In Sections 2 and 3, we discuss the determination of a suitable fundamental 
domain for the action of U+ on R3+ and the method for finding a suitable de- 
composition of the domain. In Section 4 we describe the details of the computer 
implementation. We describe the numeric and graphical output and present sam- 
ples of each in Section 5. Finally, in Section 6 we explain Shintani's method and 
give the application of this program to the problem of computing values of partial 
zeta functions. 

2. FUNDAMENTAL DOMAINS 

The first problem to address is that of finding a fundamental domain for the 
action of a group of totally positive units in a three-dimensional lattice (in this 
case, U+ in OK) acting on R3. The methods used here are based on work of 
Thomas and Vasquez [14], the relevant parts of which we summarize below. 

Given ae, ,B E U+, Thomas and Vasquez call (ae, ,3) a proper pair if ai and ,B are 
independent, {1, a, ,} forms a basis for K over Q, and given x, y, z E Q such that 
o = xae + y,B + z 1, z is negative. 

Lemma 1 (Thomas, Vasquez). For V1,... , Vk independent vectors in R3, let 
C(V,... ,Vk) be the open simplicial cone defined by 

C(V1, .. . , Vk) = {tllv + ... + tkVk Iti > 0}. 

Given a proper pair of units (a, o3) that generate U+, a fundamental domain for the 
action of U+ on R3 is given by the disjoint union of 

C(ae)I C(ae, 1),I C(at, 0) I C(a, ao) I C(a, ao, 0) I C(a, 1, 0). 

This lemma reduces the problem of determining a fundamental domain to that 
of finding a proper pair of fundamental units for U+. Again, there are a number 
of methods available for finding fundamental units. See, for example, [4, 10]. As 
noted in [14], however, a method based on the work of Berwick [2] is guaranteed to 
produce a proper pair of units. For each a E K and for i = 1, 2,3, let a(') denote 
the image of a under the i-th embedding of K into R. 

Theorem 2 (Berwick). Let M be an arbitrary cubic order and for i = 0,1, 2, let 
Ci be the corresponding cylinder: 

Ci = {r1 E M: r,(i) > 1 and r17() 1 < 1 for each j E {0, 1, 2}, j :8 i}. 
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(1) There exist units of M in each Ci. 
(2) Let &i E Ci be a unit such that gii) < r(i) for each unit r E Ci. Then any two 

of the three units EO, El, E2 form a fundamental system of units for M. 

Let K = Q(A). Then each element of OK can be written in the form aA2 +bA+c 
where a, b, c E Q. Theorem 2 gives three pairs of inequalities for each cylinder: 

1< a(A(P))2 +?bA() +c < B, 
(1) -1 < a(A(U))2 + WA + c < 1, 

-1 < a(A (k))2 + bA (k) + C <1 

where B is some bound larger than 1. For each cylinder, these inequalities can 
be "solved" to yield three pairs of inequalities for a in terms of the A(i), AU), and 
A(k), or three pairs of inequalities for b in terms of a and the embeddings of A. 
Thomas [13] used these inequalities with the assumption that a, b, c E Z. Here, 
we do not make that assumption, but use the fact that we can bound the size of 
the denominators of a, b and c. With this, we can, for a given value of B, find all 
possible values of a. Then, for each of these, we can find all possible values of b 
and finally, of c. The set of elements thus found is contained in the given cylinder. 
If the set contains any units of OK, something that is easily checked, the minimal 
unit must be Ei. 

As noted in [14], Berwick's theorem can be extended to apply to any subgroup of 
UK of maximal rank, using the same proof. For i = 1, 2, 3, we let -i be the smallest 
(in the sense of Theorem 2) totally positive unit in the cylinder Ci. Proposition 1 
in [14] implies that (ae, fi) is a proper pair of units, where ae = so and ,B =1 if 
(so)(1) > (so)(2), and ,B =2 otherwise. 

3. DECOMPOSITIONS 

The next problem is that of finding a suitable decomposition of the fundamental 
domain. 

Given an open simplicial cone C(vl,v2,v3) with vi - (.), a.(1), 2)) for some 
ai E OK) i = 1, 2,3, we subdivide the cone by first specifying a new element OK E OK 
such that w =(,(0),,B(1),,B(2)) is in the set 

{tlVl + t2V2 + t3v310 < ti < 1} 

and such that the sum t1 + t2 + t3 > 0 is minimal. There are two cases. If every ti 
is nonzero, then the point w is inside the cone and we decompose C(Vl, V2, V3) into 
the union of the cones 

C(w, V2, V3), C(V , W, V3), C(V , V2, W), C(V , W), C(V2, W), C(V3, W), C(W). 

If one of the ti, say t1, is zero, then the point w is in the cone C(v2, V3) and we 
decompose C(v, v2, v3) into the union of the cones 

C(Vj, W, V3), C(Qv, V2, W), C(vi, w), 

and C(v2, V3) into the union of the cones 

C(w, V3), C(V2, W), C(W). 
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In this latter case, the second three-dimensional cone adjacent to the cone C(v2, V3) 

is also subdivided. Specifically, if the original cone is C(V4, V2, V3), it is decomposed 
into the union of the cones 

C(v4, w, v3), C(v4, v2,)w), C(v4, w). 

Note that when v2 and V3 are on the boundary of the original fundamental domain, 
the second three-dimensional cone is actually adjacent to a translate of C(v2, v3) 
and is subdivided by a translate of the point w, as is the translate of C(v2, v3). 

This process is then repeated recursively with each three-dimensional cone thus 
created. For each of the new cones, the volume of the set 

{tll + t2V2 + t3V310 < ti < 1} 

is a rational integer strictly less than the volume of the set corresponding to the 
cone that was just subdivided. As long as this volume is strictly greater than one, 
a new subdivision point can be found. Hence, the process terminates only when 
each resulting cone has volume equal to one. It is easy to see that this corresponds 
to the vertices of the cone forming an integral basis for OK. Thus, following [14], 
this process produces a resolution of the cusp (OK, UK) in the sense of Ehlers [5]. 

Notice that the two-dimensional cones (i.e., C(a, 1), C(ca, 3), C(ae,ao3), along 
with any generated in the decomposition process) are all decomposed in this process 
and therefore do not need to be dealt with separately. As explained in Section 1, 
this method is very general and can be applied to cusps of other types. 

The decomposition method we use was originally inspired by those used by 
Haspel and Vasquez in [7], but other than the inherently recursive nature of the al- 
gorithms there remains little similarity between the two methods. Specifically, our 
fundamental domains are triangulated by construction, thus eliminating the need 
for the first phase of their decomposition. Further, unlike [7], we do not choose 
elements of minimal trace. 

4. THE COMPUTER PROGRAM 

The computer program requires minimal input data that can be easily computed 
or obtained from readily available tables. Specifically, the program requires the 
coefficients of a totally real cubic polynomial a root of which generates K over 
Q, and a basis for OK given as integral linear combinations of powers of the root 
over a common denominator, d. We have given a number of options for output, 
including both textual and pictorial, some creating data designed to be computer 
readable for further computations. For details on these choices, with examples, see 
the following sections of this paper. 

To find a fundamental domain for the action of UK on R+3, we first use Theorem 2 
as described in Section 2 to find the units EO, El, E2. The process is the same for each 
Ei, so let i be fixed for now. Since OK is contained in Z[A] , the rational coefficients 
a, b, and c in (1) are in Z. So for a fixed bound B, there are only a finite number 
of possible values for the coefficients. Starting with an initial value of B = 32, 
then increasing it if necessary, the program computes all possible triples (a, b, c) 
satisfying (1). Numeric approximations of the three real roots are obtained using 
Newton's method; then error bounds are computed and utilized in the computation 
to guarantee that all appropriate triples are found. 
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For each triple of values satisfying (1), the program checks whether the element 
n = c+bA+aA2 is a unit in (OK When d = 1, r is obviously in OK and it 
suffices to check that the norm of r1 is ? 1. When d > 1, the program also computes 
the coefficients of 71 in terms of the given basis for 0K and checks that they are 
rational integers. Of the resulting units, ?j is (by definition) the one with the 
smallest i-th embedding. As described in Section 2, from this process a proper pair 
of fundamental units for UK is easily obtained. (For consistency in orientation, we 
choose a and 3 such that the determinant of the 3 x 3 matrix determined by a, 1, /B 
is positive.) Lemma 1 then yields a fundamental domain, as required. 

As explained in Section 3, the subdivision process can be carried out recursively. 
The key elements of the program are the determination of the subdivision points 
and the organization and maintenance of the data. 

Recall that the subdivision point is an algebraic integer in the set 

{tlVl + t2v2 + t3V3 10 < ti < 1} 

such that the sum t, + t2 + t3 is minimal. The point is found using a triply nested 
loop designed to search through the set in order of increasing sums of coefficients. 
Each point is tested to see if it is in fact an algebraic integer. The first such algebraic 
integer found is chosen to be the subdivision point for that cone. (More complicated 
variations, for example in which a point of minimal trace was chosen from among 
those of minimal coefficient sum, generally failed to yield simpler resolutions, and 
so were discarded.) 

The data structures used to store information about the cones are carefully 
constructed to enable easy referencing and updating throughout the program. For 
each one-dimensional cone, we maintain coordinates in terms of the original root, in 
terms of the given basis, and in barycentric coordinates for graphing the output. For 
each two-dimensional cone, we record the vertices of the simplex and the vertices 
which determine the two three-dimensional cones that border it. For each three- 
dimensional cone, we store the vertices. All of these data must be updated as 
each new subdivision is made. In each case, vertices that are on the boundary of 
the original fundamental domain must be tagged, since they frequently need to be 
treated as special cases. 

The program also computes what Cohn refers to as incidence numbers [3]. These 
complete the combinatorial description of the decomposition. Specifically, let Yi and 
'72 be two points determining a two-dimensional cone in the final decomposition of 
a cusp. The pair of points is then in two three-dimensional cones, say C(Y71, Y72, 61) 
and C(Qyl,,Y2,62). Since {1Y1,Y2,61} and {Y1,-Y2,62} must both be bases of OK, 
there exist positive rational integers cl and c2 such that 

(2) ci'yY + c2'Y2 61 + 62 

The numbers cl and c2 are the incidence numbers corresponding to the pair 'y7, '72. 

(For pairs of points contained in one of the original two-dimensional cones, one of 
the three-dimensional cones is actually an image under the group action of a cone 
in the decomposed fundamental domain. Although this makes the programming 
more complicated, the final computation is the same.) 
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The computer program is written in C++ as implemented by the GNU g++ 
compiler and assumes IEEE Floating Point arithmetic. The output used to pro- 
duce the final graphical output is text designed to be executed by Mathematica, 
version 2.0 or later. Most integer computations are carried out using 64 bit integer 
arithmetic; floating point computations use the IEEE double precision data type. 
The program uses strictly integer computation except during the computation of 
the units using Theorem 2 (where we specifically corrected for error in the ap- 
proximations) and in the computing of the graphical output. We encountered no 
problems with overflow of overly large integers. 

The program used in Section 6 to compute values of partial zeta functions was 
originally written in C, but has been adapted to C++ utilizing a multiprecision 
data type from the LiDIA C++ library [9]. 

The author wishes to thank E. L. Oliver for extensive programming assistance 
in the early stages of this project. 

5. SAMPLE OUTPUT 

In this section, we present sample output. In Figures 1 and 2, we present data 
generated by our program for the two totally real cubic fields of smallest discrimi- 
nant, and in Figure 3, we present graphical output from the program for two cubic 
fields with higher discriminants. The input, consisting of a defining cubic polyno- 
mial and a basis for the ring of integers, was taken from the table of cubics found 
in [4]. 

In Figures 1 and 2, we present first the discriminant, D, for the number field and 
a polynomial any root of which, say A, generates the field over Q. We then give 
the coordinates for the vertices of the simplicial cones: r, s, t, d, where the vertex 
is (r + sA + tA2)/d. In the next table, we give the incidence numbers c1 and c2 for 
each two-dimensional cone C(CYl, -y2), as described in Section 4, Equation (2). To 
the right, we present graphical representations of the decompositions. These graphs 
are generated directly by reading a file generated by the program into Mathematica. 

We present two forms of graphical output. The first is a straight-edge version 
which describes the decomposition as follows. The original fundamental domain is 
described by a square. Each added vertex is graphed using barycentric coordinates. 
Pairs of vertices bounding a two-simplex are joined by straight lines. The vertices 
are numbered in the order that they are found, the first four bounding the original 
fundamental domain. These numbers correspond to those given in the tables. 

The second form is determined by first projecting each point of the fundamental 
domain along a line through the origin onto the hyperboloid in R3 defined by xyz = 

1, and then taking logarithms. The result is a decomposition of a fundamental 
domain for the lattice of logarithms of units in the original group of totally positive 
units. The edges in the graph (which are not straight lines) are the images of the 
2-dimensional cones in R3. 

In Figure 3, we present the graphical output for two fields of higher discriminant. 
These illustrate how the resolutions can become more complicated. The decompo- 
sitions have 20 and 53 vertices, respectively, corresponding to the cubic fields of 
discriminants 473 and 621. It should be noted that the number of vertices varies 
greatly as the discriminant increases. For example, the field of discriminant 564 
has 181 vertices in the desingularization, while that of discriminant 697 has only 8. 
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D = 49 
Z3- 7X2 + 14x - 7 
# r s t d 
1 -5 9 -2 1 

2 6 20 0\ X g X 

3 2 -3 1 1 
4 -3 5 -1 1 

6 -2 5 -1 1 

C1 l ',Y12 C2 

3 5 3 -2 
2 6 1 -1 
2 6 2 -1 
2 6 5 -1 

FIGURE 1. Output for the cubic field of discriminant 49. 
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D =81 
x3- -6X2+9x-1I 

#r s t d 
1 1 -5 2 1 
2 1 00 18 

3 9 -6 1 1 
4 4 -4 1 1 
5 2 -3 1 1 
6 7 -5 1 1 
7 5 -4 1 1 
8 6 -7 2 1 

Cl "Yl Y2 C2 
I114 3 
0 2 14 
1 13 1 
4 5 1 -1 
3 52 0 
2 53 1 
2 62 0 
3 6 3 -2 
2 65 0 
2 7 5 -1 
2 7 2 -1 
2 7 6 -1 
2 8 3 -1 
2 8 1 -1 
2 8 5 -1 

FIGURE 2. Output for the cubic field of discriminant 81. 
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2 
. . . . 
1 0 . .1 7 . .. .1 g _ 1R . .1 

FIGURE 3. Graphical output for fields of discriminants 473 and 621 

6. ZETA FUNCTIONS 

In this section, we give an application of the above program to the problem of 
computing values of partial zeta fulnctions of totally real cubic fields evaluated at 
-1. We start by defining the zeta functions and explaining Shintani's method [12] 
for computing special values. Since we are only dealing with cubic number fields, 
we simplify to that case throughout. 
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Let f and b be relatively prime ideals in e9K. For R(s) > 1 the partial zeta 
function ((b, f, s) is defined by 

((b, f, s) = N()-s 

where the summation is taken over all ideals g in the same narrow ray class modulo 
f as b. For all other s 7& 1, the function is defined by analytic continuation. 

Let U(f) + denote the totally positive units of (9K that are congruent to 1 modulo 
f. Fix a finite system {Cj }jEj, of open simplicial cones, forming a fundamental 
domain for the action of U(f)- on Ri+. For each cone Cj = Cj(vj1,v2, . . . ,Vjr(j)) 

and for independent variables t1, t2, t3, let 

Lj(t) = V (1)t + (2) +3g)t 1? < < r(j). Viet+ Vje t2 + Vje 3, 

Let x = (x1,... ,Xr(j)) be an r(j)-tuple of real numbers and let u be an inde- 
pendent variable. Following Shintani, we let (m!)-3Bm(Cj, x)(k) be the coefficient 
of u3(m-1)(ti ...tk ltk+l ... t3)m-1 in the Laurent expansion at the origin of the 
function 

r uxe Le (t) 
F(u, t) = 17 euLdt) -1 

i=i tk=l 

F'urther, let 

Bm(Cj,Xx) = 3rlBm(Cj,X)(k) 
k=1 

For S C K, let R(j, S) denote the set of all r(j)-tuples of rational numbers 
x = (x1,.. .,xr(j)) such that O < xi < 1, for each i, and 

XlVjl + X2Vj2 + * + Xr(j)Vjr(j) E S. 

Finally, let b-lf + 1 denote the set of all numbers x E K such that x - 1 E b-1f. 
The following theorem is proved in [12]. 

Theorem 3 (Shintani). Using the above notation, 

k(b, f, 1 - m) = m- 3N(b)3m-1 E E : (_1)r(j)Bm(Cj, x). 
jEJ xER(j,b'1f+1) 

Simplifying to the case f = OK and m = 2 yields 

(3) ~ (i, OK,-1) = -N(b) E E (-)r(J)B2(Cj ,X). 
8 

jEJ xER(j,b-1) 

The author developed software [6] to compute the values of ((b, IKOK-1) for to- 
tally real cubic fields, based on Equation (3). The program described here provides 
specifications of the simplicial cones needed as input to the program. To compute 
$ (OK I OK I-1), no input is required beyond the coefficients of a polynomial and 
an integral basis given in terms of a root of that polynomial. Although the de- 
composition is not necessary for the use of Shintani's method, the computation is 
greatly simplified by its use. Specifically, once the domain is decomposed as de- 
scribed earlier in this paper, the innermost summation of Equation (3) reduces to a 
single summand because there is only one valid point to be considered. With minor 
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TABLE 1. Values of ~(9K, OK,-1) 

-D ((-1) -D ((-1) -D ((-1) -D ~((-) D (_1 
49 -1/21 469 -2 788 -7/3 1129 -11/3 1425 -29/3 
81 -1/9 473 -5/3 837 -16/3 1229 -14/3 1436 -22/3 

148 -1/3 564 -3 892 -10/3 1257 -4 1489 -4 
169 -1/3 568 -10/3 940 -22/3 1300 -9 1492 -17/3 
229 -1/3 621 -10/3 961 -28/3 1304 -38/3 1509 -7 
257 -1/3 697 -4/3 985 -7/3 1345 -23/3 1524 -41/3 
316 -4/3 733 -4 993 -17/3 1369 -7 1556 -19/3 
321 -1 756 -13/3 1016 -13/3 1373 -34/3 1573 -38/3 
361 -1 761 -5/3 1076 -11/3 1384 -19/3 1593 -16/3 
404 -5/3 785 -11/3 1101 -26/3 1396 -16/3 1620 -43/3 

modifications to the older software (in order to increase the precision) we com- 
puted the values of '(OK7 0K) -1) for the fifty totally real cubic fields of smallest 
discriminant. The results are displayed in Table 1. 
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